REDUCTION IN THE NUMBER OF COMPARISONS REQUIRED TO CREATE MATRIX OF EXPERT JUDGMENT IN THE COMET METHOD
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Abstract
Multi-criteria decision-making (MCDM) methods are associated with the ranking of alternatives based on expert judgments made using a number of criteria. In the MCDM field, the distance-based approach is one popular method for receiving a final ranking. One of the newest MCDM methods, which uses the distance-based approach, is the Characteristic Objects Method (COMET). In this method, the preferences of each alternative are obtained on the basis of the distance from the nearest characteristic objects and their values. For this purpose, the domain and fuzzy numbers set for all the considered criteria are determined. The characteristic objects are obtained as the combination of the crisp values of all the fuzzy numbers. The preference values of all the characteristic objects are determined based on the tournament method and the principle of indifference. Finally, the fuzzy model is constructed and is used to calculate preference values of the alternatives. In this way, a multi-criteria model is created and it is free of rank reversal phenomenon. In this approach, the matrix of expert judgment is necessary to create. For this purpose, an expert has to compare all the characteristic objects with each other. The number of necessary comparisons depends square to the number of objects. This study proposes the improvement of the COMET method by using the transitivity of pairwise comparisons. Three numerical examples are used to illustrate the efficiency of the proposed improvement with respect to results from the original approach. The proposed improvement reduces significantly the number of necessary comparisons to create the matrix of expert judgment.
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Introduction
Multi-criteria decision-making (MCDM) is a very popular branch of decision analysis (DA). The main purpose of MCDM is to support decision makers in facing multi-criteria problems. However, the list of commonly used MCDM methods is not long. Available methods include Weighted Sum Model (WSM) [1–6], Weighted Product Model (WPM) [7–9], Elimination and Choice Expressing Reality (ELECTRE), Analytic Hierarchy Process (AHP) [15–23], Analytic Network Process (ANP) [18, 19, 21, 24–28], Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) [29–35] and Preference Ranking Organization Method for Enrichment of Evaluation (PROMETHE) [36–39], all of which have been developed with numerous improvements. Unfortunately, these methods and their improvements are susceptible to rank reversals phenomenon. The issue of rank reversals is usually caused by the addition or deletion of an alternative. Five major types of rank reversals can currently be identified.
This paper describes the new approach called the Characteristic Objects method (COMET), which is completely free of the rank reversal phenomenon, and takes into account correlations between all criteria. The final ranking is constructed based on characteristic objects and fuzzy rules.

A simple improvement of this approach is proposed using rules of transitivity in pairwise comparisons. Thanks to this improvement, the number of comparisons required to create a matrix of expert judgments is reduced.

The paper is organized as following. First, fundamental notions and concepts of the fuzzy sets that are necessary to understand the COMET method are presented. Then, the five steps of the COMET algorithm are shown, after which the proposed improvement is described, and three numerical examples are used to illustrate the efficiency of the modifications with respect to the results from the original approach. Finally, the conclusion summarizes the main findings of the paper.

Fuzzy Sets

The development of fuzzy sets theory was initiated by Lofti Zadeh, who presented the idea and first conception of fuzzy sets in his seminal paper “Fuzzy Sets” [40]. Today fuzzy set theory is a very important approach to control and modeling in various scientific fields. Modeling using fuzzy sets has proven to be an effective way for formulating multi-criteria decision problems [41]. The basic definitions of notions and concepts of fuzzy sets are presented as following definitions:

Definition 1. Fuzzy set and membership function.

The characteristic function \( \mu_A \) of a crisp set \( A \subseteq X \) assigns a value either 0 or 1 to each member in \( X \) inasmuch as crisp sets only allow full membership (\( \mu_A(x) = 1 \)) or non-membership at all (\( \mu_A(x) = 0 \)). This function can be generalized to a function \( \mu_A \) such that the value assigned; to the element of the universal set \( X \) fall within a specified range, i.e., \( \mu_A : X \rightarrow [0, 1] \). The assigned value indicates the membership grade of the element in the set \( A \). The function \( \mu_A \) is called the membership function and the set \( \tilde{A} = \{(x, \mu_A(x))\} \), where \( x \in X \), defined by \( \mu_A(x) \) for each \( x \in X \), is called a fuzzy set [42–44].

Definition 2. Triangular fuzzy number (TFN).

A fuzzy set \( \tilde{A} \), defined on the universal set of real numbers \( \mathbb{R} \), is said to be a triangular fuzzy number \( \tilde{A}(a, m, b) \) if its membership function has the following form (1) [45]:

\[
\mu_{\tilde{A}}(x, a, m, b) = \begin{cases} 
0, & x \leq a \\
\frac{x-a}{m-a}, & a \leq x \leq m \\
1, & x = m \\
\frac{b-x}{b-m}, & m \leq x \leq b \\
0, & x \geq b 
\end{cases}
\]  

and the following characteristics (2, 3):

\[
x_1, x_2 \in [a, b] \Rightarrow \mu_{\tilde{A}}(x_2) > \mu_{\tilde{A}}(x_1),
\]

\[
x_1, x_2 \in [b, c] \Rightarrow \mu_{\tilde{A}}(x_2) < \mu_{\tilde{A}}(x_1).
\]

Definition 3. The support of a TFN \( \tilde{A} \).

This is the crisp subset of the set \( A \) whose all elements have non-zero membership values in the set \( \tilde{A} \) (4):

\[
S(\tilde{A}) = \{x : \mu_{\tilde{A}}(x) > 0\} = [a, b].
\]

Definition 4. The core of a TFN \( \tilde{A} \).

This is the singleton (one-element fuzzy set) with the membership value equal to one (5):

\[
C(\tilde{A}) = \{x : \mu_{\tilde{A}}(x) = 1\} = m.
\]

Definition 5. The fuzzy rule.

The single fuzzy rule can be based on tautology Modus Ponens [43, 46]. The reasoning process uses logical connectives IF-THEN, OR and AND.

Definition 6. The rule base.

The rule base consists of logical rules determining causal relationships existing in the system between fuzzy sets of its inputs and output [47].


The t-norm operator is a function \( T \) modeling the intersection operation AND of two or more fuzzy numbers, e.g. \( \tilde{A} \) and \( \tilde{B} \). In this paper, only product is used as t-norm operator [43, 46, 47]:

\[
\mu_{\tilde{A}}(x) \text{ and } \mu_{\tilde{B}}(y) = \mu_{\tilde{A}}(x) \cdot \mu_{\tilde{B}}(y).
\]

The characteristic objects method

The COMET is a very intuitiveistic approach, but to be able to understand this, the basic knowledge on the Fuzzy Sets is necessary [48, 49].

Formal notation of this method can be presented using the following five steps:

Step 1: Define the space of the problem as follows:
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- determine dimensionality of the problem by selecting number \( r \) of criteria, \( C_1, C_2, ..., C_r \).
- select the set of triangular fuzzy numbers for each criterion \( C_i \), i.e., \( \tilde{C}_{i1}, \tilde{C}_{i2}, ..., \tilde{C}_{ic} \).

In this way, the following result is obtained (7):

\[
\begin{align*}
C_1 &= \{ \tilde{C}_{11}, \tilde{C}_{12}, ..., \tilde{C}_{ic_1} \} \\
C_2 &= \{ \tilde{C}_{21}, \tilde{C}_{22}, ..., \tilde{C}_{ic_2} \} \\
&\vdots \\
C_r &= \{ \tilde{C}_{r1}, \tilde{C}_{r2}, ..., \tilde{C}_{ic_r} \}
\end{align*}
\]  

where \( c_1, c_2, ..., c_r \) are numbers of the fuzzy numbers for all criteria.

**Step 2:** Generate the characteristic objects.

The characteristic objects (CO) are obtained by using the Cartesian Product of triangular fuzzy numbers cores for each criteria as follows (8):

\[ CO = C(C_1) \times C(C_2) \times ... \times C(C_r). \tag{8} \]

As the result of this, the ordered set of all CO is obtained (9):

\[
\begin{align*}
CO_1 &= \{ C(\tilde{C}_{11}), C(\tilde{C}_{21}), ..., C(\tilde{C}_{ic_1}) \} \\
CO_2 &= \{ C(\tilde{C}_{11}), C(\tilde{C}_{22}), ..., C(\tilde{C}_{ic_2}) \} \\
&\vdots \\
CO_t &= \{ C(\tilde{C}_{1c_1}), C(\tilde{C}_{2c_2}), ..., C(\tilde{C}_{rc_r}) \}
\end{align*}
\]

where \( t \) is a number of CO (10):

\[ t = \prod_{i=1}^{r} c_i. \tag{10} \]

**Step 3:** Rank and evaluate the characteristic objects.

Determine the Matrix of Expert Judgment (MEJ). This is a result of the comparison of the characteristic objects by the knowledge of an expert. The MEJ structure is as follows (11):

\[
MEJ = \begin{pmatrix}
\alpha_{11} & \alpha_{12} & \ldots & \alpha_{1t} \\
\alpha_{21} & \alpha_{22} & \ldots & \alpha_{2t} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{t1} & \alpha_{t2} & \ldots & \alpha_{tt}
\end{pmatrix}
\begin{pmatrix}
CO_1 \\
CO_2 \\
\vdots \\
CO_t
\end{pmatrix}
\]

where \( \alpha_{ij} \) is a result of comparing \( CO_i \) and \( CO_j \) by the expert. The more preferred characteristic object gets one point and the second object get null point. If the preferences are balanced, the both objects get half point. It depends solely on the knowledge and opinion of the expert and can be presented as (12):

\[
\alpha_{ij} = f(CO_i, CO_j)
\]

\[
\begin{cases}
0.0, f_{exp}(CO_i) < f_{exp}(CO_j) \\
0.5, f_{exp}(CO_i) = f_{exp}(CO_j) \\
1.0, f_{exp}(CO_i) > f_{exp}(CO_j)
\end{cases}
\]

where \( f_{exp} \) is an expert judgment function. The most important properties are described by the formulas (12) and (13):

\[
\alpha_{ii} = f(CO_i, CO_i) = 0.5, \tag{13}
\]

\[
\alpha_{ji} = 1 - \alpha_{ij}. \tag{14}
\]

On the basis of formulas (12) and (13), the number of comparisons is reduced from \( t^2 \) cases to \( p \) cases (14):

\[
p = \left( \frac{t}{2} \right) = \frac{t(t - 1)}{2}. \tag{15}
\]

Afterwards, we obtain a vertical vector of the summed Judgments (SJ) as follows (15):

\[
SJ_i = \sum_{j=1}^{t} \alpha_{ij}. \tag{16}
\]

The last step assigns to each characteristic object the approximate value of preference. In the result, we obtain a vertical vector \( P \), where \( i \)-th row contains the approximate value of preference for \( CO_i \). This algorithm is presented as a fragment of Matlab code:

1. \( k = \text{length(unique(SJ))} \);
2. \( P = \text{zeros(t,1)} \);
3. for \( i = 1:k \)
4. \( \text{ind} = \text{find(SJ == max(SJ));} \)
5. \( P(\text{ind}) = (k - i) / (k - 1); \)
6. \( \text{SJ(ind)} = 0; \)
7. end

In line 1, we obtain number \( k \) as a number of unique value of the vector SJ. In line 2, we create vertical vector \( P \) of zeros (with identical size as vector \( SJ \)). In line 4, we obtain index with maximum value from vector SJ. This index is used to assign the value of preference to adequate position in vector \( P \) (based on the principle of indifference of Laplace’a). In line 6, the maximum value of the vector \( SJ \) is reset.

**Step 4:** The rule base.

Each one characteristic object and value of preference is converted to a fuzzy rule as follows, general form (17) and detailed form (18):

\[
\begin{align*}
\text{if } CO_i & \text{ then } P_1, \tag{17} \\
\text{if } C(\tilde{C}_{i1}) & \text{ and } C(\tilde{C}_{i2}) \text{ and } \ldots \text{ then } P_i. \tag{18}
\end{align*}
\]

In this way, the complete fuzzy rule base is obtained, which can be presented as (19):

\[
\begin{align*}
\text{if } CO_i & \text{ then } P_1 \\
\text{if } CO_1 & \text{ then } P_1 \\
&\vdots \\
\text{if } CO_t & \text{ then } P_t
\end{align*}
\]

**Step 5:** Inference in a fuzzy model and final ranking.
The each one alternative is a set of crisp number, which corresponding with criteria \( C_1, C_2, \ldots, C_r \). It can be presented as follows (20):

\[
A_i = \{a_{i1}, a_{i2}, \ldots, a_{ri}\},
\]

where condition (21) must be satisfied

\[
a_{i1} \in [C(\tilde{C}_{11}), C(\tilde{C}_{1c_1})]
\]
\[
a_{i1} \in [C(\tilde{C}_{21}), C(\tilde{C}_{2c_2})]
\]
\[
\vdots
\]
\[
a_{ri} \in [C(\tilde{C}_{r1}), C(\tilde{C}_{rc_r})]
\]

Each one alternative activates the specified number of fuzzy rules, where for each one is determined the fulfillment degree of the conjunctive complex premise. Fulfillment degrees of all activated rules sum to one. The preference of alternative is computed as sum of the product of all activated rules, as their fulfillment degrees, and their values of the preference. The final ranking of alternatives is obtained by sorting the preference of alternatives.

**Proposed improvement**

The COMET method is completely free of the rank reversal phenomenon. This is one of the most important attributes of the new method. It has been achieved through the use of characteristic objects, which divide the space of the problem on several smaller subspaces. In each subspace, preferences of alternatives are obtained by using independent characteristic objects and their values of preferences. For this purpose, the matrix of expert judgment (MEJ) must be determined. A required number of comparisons grows squarely with the number of characteristic objects.

In this paper, the author proposes using the rules of transitivity to reduce the number of comparisons required to create MEJ.

Between two objects, there are three basic preferences relations. If decision-maker prefers \( x \) over \( y \), it will be written as: \( x > y \) (for the inverse relationship: \( x < y \)), and for two equal preferences, it will be written as: \( x = y \). The rules of transitivity are as follows (22) (for three objects A, B and C) [50]:

\[
\begin{align*}
&\text{if } A > B \text{ and } B > C \text{ then } A > C \\
&\text{if } A > B \text{ and } B = C \text{ then } A > C \\
&\text{if } A = B \text{ and } B > C \text{ then } A > C \\
&\text{if } A = B \text{ and } B < C \text{ then } B < C \\
&\text{if } A < B \text{ and } B < C \text{ then } A < C \\
&\text{if } A < B \text{ and } B = C \text{ then } A < C \\
\end{align*}
\]

The Eq. (22) presents only six of the nine possibilities. In the remaining three cases, an expert must explicitly specify the preference between objects in the third pair. These rules can be written using the notation from Eq. (11) as follows:

\[
\begin{align*}
&\text{if } a_{ij} > a_{jk} \text{ and } a_{jk} > a_{ik} \text{ then } a_{ij} > a_{ik} \\
&\text{if } a_{ij} > a_{jk} \text{ and } a_{jk} = a_{ik} \text{ then } a_{ij} > a_{ik} \\
&\text{if } a_{ij} = a_{jk} \text{ and } a_{jk} > a_{ik} \text{ then } a_{ij} > a_{ik} \\
&\text{if } a_{ij} = a_{jk} \text{ and } a_{jk} < a_{ik} \text{ then } a_{ij} < a_{ik} \\
&\text{if } a_{ij} < a_{jk} \text{ and } a_{jk} < a_{ik} \text{ then } a_{ij} < a_{ik} \\
&\text{if } a_{ij} < a_{jk} \text{ and } a_{jk} = a_{ik} \text{ then } a_{ij} < a_{ik} \\
\end{align*}
\]

The proposed approach assumes filling the MEJ starting from the main diagonal. Then, the each column is filled in order from main diagonal to the first row, and if it is possible, the rules (23) should be used. In the next section, will be presented three numerical examples of this approach to check the efficiency of the proposed improvement.

**Experiment and results**

The experiment with three simple examples will be presented to check the efficiency of proposed reduction. The experiment assumes, that expert functions must be known, and each function consists only of two criteria. Additionally, the number of TFNs will be equal for both criteria, and TFNs will have uniform distribution.

The first example concerns the function (24) with two monotonic criteria, which are called \( x \) and \( y \). The Fig. 1 presents the surface of this function

\[ f_1(x) = 0.49x^2 + 0.51y^2. \]  

![Fig. 1. The surface of the multi-criteria decision-making function \( f_1 \) with two monotonic criteria \( (x \text{ and } y) \).](image)

The second example concerns the function (25) with two nonmonotonic criteria, which are called \( x \) and \( y \). The Fig. 2 presents the shape of this function

\[ f_2(x) = 1 - 0.5(x - 0.5)^2 - 0.5(y - 0.5)^2. \]  

![image]
The third example concerns the function (26) with one nonmonotonic criterion ($x$) and one monotonic criterion ($y$). The Fig. 3 presents the shape of this function

$$f_3(x) = 1 - 0.45\sin(x) - 0.5)^2 - 0.55\cos(y) - 0.5)^2.$$ (26)

These functions (24–26) have been chosen in such a way to analyze the most common types of MCDM problems with two criteria. Each MEJ matrix is obtained with the reduction of comparisons and without.

All calculations were performed in MATLAB. The special script was written to count the number of comparisons in each particular case. Investigation involves 9, 16, 25, 36, 49, 64, 81, and 100 characteristic objects for comparison the both approaches. The complete comparison of results of this investigation is presented in Table 1.

The most significant is fact, that the all obtained MEJ matrices have the same structure in each considered example. This means that the proposed approach returns the same result, but with a reduced number of comparisons required to create MEJ matrix. The minimal percent of the reduction has been achieved for nine characteristic objects, and it was 36.11%. In the rest cases, the number of comparisons is reduced by at least 41.67%. If the number of characteristic objects increases, then the efficiency of reduction also increases. In the best case, the number of comparisons is reduced by 66.67%.

<table>
<thead>
<tr>
<th>Number of characteristic objects</th>
<th>9</th>
<th>16</th>
<th>25</th>
<th>36</th>
<th>49</th>
<th>64</th>
<th>81</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex. #1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of comparisons</td>
<td>36</td>
<td>120</td>
<td>300</td>
<td>630</td>
<td>1176</td>
<td>2016</td>
<td>3240</td>
<td>4950</td>
</tr>
<tr>
<td>Reduced number of comparisons</td>
<td>15</td>
<td>63</td>
<td>175</td>
<td>388</td>
<td>753</td>
<td>1324</td>
<td>2166</td>
<td>3355</td>
</tr>
<tr>
<td>Percent of reduction [%]</td>
<td>41.67</td>
<td>52.50</td>
<td>58.33</td>
<td>61.59</td>
<td>64.03</td>
<td>65.67</td>
<td>66.85</td>
<td>67.78</td>
</tr>
<tr>
<td>Ex. #2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of comparisons after reduction</td>
<td>23</td>
<td>58</td>
<td>160</td>
<td>280</td>
<td>605</td>
<td>929</td>
<td>1650</td>
<td>2266</td>
</tr>
<tr>
<td>Reduced number of comparisons</td>
<td>13</td>
<td>62</td>
<td>140</td>
<td>350</td>
<td>571</td>
<td>1087</td>
<td>1500</td>
<td>2684</td>
</tr>
<tr>
<td>Percent of reduction [%]</td>
<td><strong>36.11</strong></td>
<td>46.67</td>
<td>53.56</td>
<td>58.55</td>
<td>53.92</td>
<td>49.07</td>
<td>54.22</td>
<td></td>
</tr>
<tr>
<td>Ex. #3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of comparisons after reduction</td>
<td>23</td>
<td>70</td>
<td>163</td>
<td>331</td>
<td>593</td>
<td>994</td>
<td>1566</td>
<td>2364</td>
</tr>
<tr>
<td>Reduced number of comparisons</td>
<td>13</td>
<td>50</td>
<td>137</td>
<td>299</td>
<td>583</td>
<td>1022</td>
<td>1674</td>
<td>2586</td>
</tr>
<tr>
<td>Percent of reduction [%]</td>
<td><strong>36.11</strong></td>
<td>41.67</td>
<td>44.67</td>
<td>47.46</td>
<td>49.57</td>
<td>50.69</td>
<td>51.67</td>
<td>52.24</td>
</tr>
</tbody>
</table>
Conclusions

A new approach to reduce in the number of comparisons required to create MEJ matrix in the COMET method is proposed. It has been developed on the basis of transitivity rules in the pairwise comparison. In this paper, the simple procedure to reduce the number of comparisons is presented and tested on three numerical examples. This improvement reduces the number of comparisons at least 36.11%. This result is achieved by using 9 characteristic objects, but if the number of characteristic objects increases, then the number of required comparisons decreases. In that way, the efficiency of reduction can rise up to 66.67%. This reduction does not change the structure of MEJ matrix. It means that the results are the same with reduced workload. However, this is true, but only for reliable sources of data, e.g., mathematical functions or experts.
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